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【Abstract】
The prime problem in the automatic map generalization is quantifying the efficiency. With the development of algorithms for Point of Interest (PoI) generalization, this paper attempts to evaluate the efficiency of them in an information theoretic approach.

In order to evaluate the result of Point Cluster generalization with reason, a hierarchical model of map linguistics is proposed as basis referencing to the mature method of Semiotic Linguistics, which includes three levels: syntactic level, semantic level, pragmatic level. Furthermore, these three levels are step-up, namely a higher level should be established on the basis of the lower-level and in turn guide the lower-level’s generalization. It should be noted that the model of Semiotic Linguistics and McMaster&Shea’s division Model are independent with each other, and should be used synthetically.

This paper mainly focuses on the syntactic level. In this level, the entropy of metric information defined by Li&Huang is employed as an evaluating indicator, which is computed via Voronoi diagram whose attributes of ‘region influence’ for geographical entities manifest the content of syntactic level information precisely. Then, a quantitative changing rule when Point Cluster is generalized under the ‘typification’ generalization constraint can be concluded via mathematical theory. (For Point Cluster, ‘typification’ means preserving spatial distribution properties, scilicet, preserving the density contrast of the different region correctly which is the most important and comprehensive request for generalizing Point Cluster, but is rarely considered actually in the existing automatic generalization methods.) The rule will be expressed as follows: on the syntactic level generalization, considering typification model, generalization will reduce metric information, and the reductions relate to generalization degree (selection ratio). Further, the greater the generalized degree is (the smaller the selection ratio is), the more information will be lost, and the amount of changing between the information of raw map and generalized map will follow the rule of
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. Based on this rule, an instance of evaluation is showed, which proves that the rule meets the practice of map generalization and is useful to evaluate effective transmission of maps.
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1. Introduction
The evaluation of map generalization describes the ’ consistency’ with real world for products of varied map generalization algorithms, whose index, on one hand, depend on map generalization algorithms, on the other hand, can guide the algorithm to be improved. If the map generalization is regarded as ‘the ship’, the algorithm is the ‘dynamical system’ of this ship, while the evaluation is the ‘rudder’ of which. Both of them determine the product of map generalization together. According, it is worthy of focusing on how information of map system changes when generalization algorithm has executed, and what index is used to describe the product efficiency of map generalization,

Maps generated before the written form of language, which uses graphic language to express geographic phenomena [1]. As a communication tool like language, it is self-evident that maps contain attributes of information, and different map systems contain different amounts of information, whose changing are the most essential, and the most crucial changing when maps are generalized. But, it should be noted that the information theory relates to the efficiency of communication, which is a very difficult to quantify, and we should divide information into several levels. Considering above facts, it is necessary to conduct the hierarchy of map linguistic referencing to the mature method of Semiotic Linguistics, which is the base of map generalization evaluation, and is different from McMaste &Shea model[2]. Then, the authors employ metric information to discuss the quantitative changing rule when information is generalized under the control of ‘typification’. Finally, the authors test the reliability of this method.
Summery of existing theories
In 1940s, Shannon (1948) defined the conception of information: information is the eliminated uncertainty when you have received a message (carried by signal). In short, information (message) means uncertainty eliminating. Then, quantitative method for information is proposed, which makes information quantification a precise mathematical basis in methodology [3~4].Subsequently, information theory has been widely applied in cartography [5~6]. In the earlier of this century, Zhilin Li, Peizhi Huang(2002) summarized and evaluated the previous information measure methods, then proposed a set of new quantitative measure method, which computes matrix information, topological information, and thematic information via building Voronoi diagram model for cartographical symbols. In map generalization, Bjørke’s research(1996) is worthy to be noticed, which transforms conditional probability (transition probability) into a similarity function, which likes membership function in Fuzzy Theory. Based on similarity function, Bjørke generalize road network in Norwegian [8~9].
The hierarchy model of Semiotic Linguistics for spatial information
In addition to the written language and music, which are shared by all human beings, map is the third language for communication. Taking the metaphor between map and common languages into account, there are some common characteristics between maps and languages, But unlike most other languages, maps are spatial information system with cartographical symbols expressing character of spatial target, namely maps are the prime language for spatial analysis. 

According to the definition of information epistemological hierarchy, the hierarchical system of language includes three parts: syntactic level, semantic level, pragmatic level. Syntactic information is the external form of movement and statement for all objects; Semantic information involves the meaning of movement and the changing patterns for objects; Pragmatic information mainly focuses on effectiveness of movement and changing patterns for objects . Based on that, the hierarchical model of map generalization should also include syntactic level, semantic level and pragmatic level.
Syntactic level generalization is the lowest one with symbols only related to the patterns of arrangement and not involved any semantic and pragmatic factors. On discrete points, the authors just consider the distribution range, distribution density, distribution center, distribution axis and other distribution characteristics. Most recent approaches of the map automatic generalization only involve syntactic level information, such as line simplification method of Dauglas-Peucker. For syntactic level algorithms are the only geometrical level involved, and have universal applicability, without consideration of the individual characteristics and appropriate generalization algorithms for geographic entities.
The second level is semantic one. In this level, features have precise meanings, and appropriate generalization approaches are adopted. By the way, such precise meaning can be expressed as either qualitative differences of geographic entities (such as the road and the river for linear geometrical object) or quantitative differences of geographic entities (such as different levels of the road).For example, the contradictions of position between single housing and isolated object is in semantic level, as well as conflict between two roads of different levels, so that we should adopt appropriate algorithms according the importance level of geographic entities.
Pragmatic level is the highest one, such as dimensional changing of map symbols (mainly lower) and aesthetic plastic. These generalization approaches are based on cognitive maps and aimed at making maps more easily to be understood by map-reader.
These three levels are rising in file, namely high level should be established on the basis of lower-level and in turn guide lower-level’s generalization. The generalization algorithm at the present paper mainly focus on the syntactic level, as far as last two level are concerned, it is only thought when map is generalization by hand. On the other hand, the high-level generalization has not still measured reliably, so this paper only discusses the map generalization evaluation on the first level.
Information evaluation rules of Point Cluster generalization

As the measurement of the efficiency of communication, the amount of Information (we will use information following for short) reflects the degree of uncertainty for the set of signal source. The methods of information are prerequisite for researching how to use information computing scale and parameters of generalization, as well as how to design a model for map generalization based on transmission.
Shannon and Weaver (1964) distinguished syntactic, semantic, pragmatic aspects in communication problems, which are abbreviated as level A (syntactic), level B (semantic) and level C (pragmatic), and they emphasized that the information they discussed was in level A [4]. This is the premise of information theory research.
For spatial information, syntactic-level (level A) information can be described as (geo)metric information defined by Li, Huang [7]:
Let S be the entire area of a map, which is tessellated by Voronoi cells Si, i=1,….N(N is the number of Voronoi cells as well as the number of map symbols). [The conception named as ‘pseudo-probability’ for each map symbol, which shares main characters with probability, is defined as the radio between each area of Voronoi cell over the whole enclosed area(S) of the map, namely:
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The entropy of metric information, denoted as H(M) ,can be computed as follows:
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On one hand, Voronoi diagram model on which metric information methods based can reflect the ‘region influence’ of the map entities, each of which occupied an independent Voronoi cell. On the other hand, it can also manifest ‘spatial proximity’ between geographical symbols. Fortunately, these two aspects mainly manifest precisely the content of syntactic level information for maps.
The most basic meaning of ‘typification’ is to preserve the essential characters of objects and events in the process of epitome, which is termed as ‘map generalization’ in cartographical terminology. Under this meaning, typification is the most important principle in the model of map generalization. In detail, for Point Cluster, the essence of typification is to preserve spatial distribution properties, scilicet, to preserve the density contrast of the different region correctly (Here, the density is structural density instead of quantitative one, as density for each point in each iso-density region discussed in this paper is assumed approximation equivalency). The typification principle is the most important and comprehensive request for generalizing Point Cluster, but is rarely considered actually in the existing automatic generalization methods. In view of metric information is the keen function for area contrast between Point Clusters (and the area of Voronoi cell can manifest density of Point Cluster), it is reasonable to use the metric information to control the typification when spatial information is generalized.

For a set of signal source composed by cartographical symbols, the authors divided raw map into M iso-density regions. Then, we assume that the density distribution for each point is uniform, namely, in a iso-density region densities are equal for each point (extremely, when we let one point in a iso-density region, this condition can be ensured). Then, let ai (i = 1, …, M) be the area of the i-th iso-density region, the set of signal source for the i-th iso-density region , denoted as P0i, can be described as formula 3, also pseudo-probability for j-th signal source of the i-th iso-density region, denoted as P0ij,can be expressed as formula 4
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Ki in the above formulas is the ratio of the area of region ai to the whole area of enclosed region. Ni is the number of symbols in the i-th iso-density region, and the function ones (1, Ni) is used to create a 1 ×Ni identity vector.

Define the generalized selection ratio, denoted as R, is the parameter to manifest how many objects should be selected in the generalized map. Then according to the ‘typefication’ generalization model,  we should select RNi objects for the i-th iso-density region (in reality, it should be integer).Now, the set of signal source of the new i-th iso-density region (P1i) can be expressed as formula 5, the j-th signal‘s pseudo-probability (P1ij) can be expressed as formula 6:
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Based on formula 3 and 5, we will discuss information changing between raw map and generalized map.
In raw map, pseudo-probabilities of symbols in the i-th iso-density region are equal, and information is Hi0:
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According the additivity of information, the whole information of raw map is expressed:
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For generalized map, information of the i-th iso-density region (Hi1) and whole information (H1) is as following:
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In formula 10, 
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As show in formula 8 and 10, we can conduct that:
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In sum, (geo)metric information based map generalization rule will be expressed as follows: on the syntactic level generalization, considering typification model, generalization will reduce metric information, and the reductions relate to generalization degree (selection ratio). Further, the greater the generalized degree is (the smaller the selection ratio is), the more information will be lost, and the amount of changing between the information of raw map and generalized map will follow the rule of
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This rule can be convenience used for evaluating map generalization quality, especially whether this algorithm considers ‘typification’ model or not. 
2. Example
The source for testing choose ‘Teaching Series of Basic Scale Topographic Map in PRC’, which are published by the Press of Wuhan Technical University of Surveying and Mapping in 1999. The map series is produced as the standard topographic map by consummate cartographical exporter, and has more scientific value, so it is reasonable to choose them as the base maps, and the result will be true and believable. The author samples resident element from a region of Yongchang city (J 48 C 001001) and Jinyuan city (J-48 B 001001), which bounds with 39 ° 00 '-39 ° 20'N and 102 ° 00 '-102 ° 30'E. Figure 1B (scale of 1:500,000) is created by exporter from Figure 1A (1:250,000) manually. We can see that generalized map preserves density contrast better, though which is aggravated mildly. That product can be took as excellent one of map generalization
Figure 1C is created by the algorithm of Minimum of Area, whose thought can be described as follows: we will eliminate the point with minimum Voronoi cell area. In order to not eliminate neighboring point continuously, we make a sign for the neighboring point, and when generalized, who was marked will not eliminate in following steps. When all points are handled (eliminated or marked), we will rebuild the Voronoi diagram, and based on the new Voronoi diagram the remaining points will be handled, and repeat above steps till the completion of elimination task. It can be seen from Figure 1C that this method is biased homogenization. This product does not the rule of ‘typefication’.
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Figure 1: Voronoi Diagram of Testing Map
Table 1.Correlative Information of Raw Map and Generalized Map

	Figure
	Map Index
	Number of residents（Ni）
	Entropy

（Hi/bit）
	Relative Entropy（%）

	A
	J 48 C 001001
	146
	7.012
	0.9753

	B
	J 48 B 001001
	61
	5.6929
	0.9599

	C
	
	61
	5.8604
	0.9881


Table 2.Compare of Result
	algorithm
	Theoretical Value (bit)
	Actual Value (bit)
	Error
	Relative Error

	Manual Generalization

	5.7529
	5.6929
	0.0600
	0.010546

	The Method of Minimum Area
	
	5.8604
	0.1075
	0.018684


Test results are given by Table 1 and Table 2.It can be seen that the relative error between manual generalized result and the theoretical value is only 1%, and manual result aggrandized density contrast among iso-density regions. When we adapted the method of removal of the minimum area, the errors is twice than manual one, the measured value is greater than the theoretical value, which reflect the principle of iso-probability getting maximum entropy.
3. Conclusion
Why the subject of automatic map generalization becomes one of the most difficult problems, the foremost cause is the difficulty to quantize the transmission efficiency of map systems (existing theories are most expressions to the direct data of map system, such as the amount of carriage). But the new developing information theory expresses the profound information, which is the deeper measure of transmitted information. Utilizing information to evaluate map generalization product should do two works preferentially: on one hand, the measure of information which is based on ‘code and character’ originally should adapt to meet the need of measuring graph information such as the most geographical information of map; On the other hand, it is necessary to seek rules that map the principle of generalization to information theory, and transfer the law of map generalization into a quantity restraint.
This selected works choose Point Cluster as example, whose structural characteristic is primary information concerned by most cartographers. Then, the authors conduct that the generalization of Point Cluster will keep to the rule as follow:

The elimination of limited point make information lost, and the reduced amount is negative logarithm of selected ratio.
Because this rule is based on the theory of ‘region influence’ for Voronoi diagram, spatial occupation of map symbols will be expressed. Utilizing this rule we can effectually evaluate the advantage and disadvantage for map generalization products which consider the law of ‘typification’. And comparing to existing automatic generalization algorithm, manual generalization is more reasonable, which proves that the rule meets the action of map generalization.
As stated in preceding paragraphs, map generalization evaluation is ‘a rudder’ of ‘the ship’ of the map generalization, which not only is more useful to improve existing algorithm, but also becomes reference of how to use information theory to generalize map information. But it must be noted that there are also several great theoretical questions need to clarify, such as whether geographical information is ‘uncertainty’ or ‘complexity’ [10], as well as how to set up the system of geographical information. At the same time, for spatial researcher, whether information can be used to solve the puzzle of generalization, further research is required to combine the entropy based approach with other generalization operators. Moreover, spatial researcher should pay more intention to cognitive science, since semantic and pragmatic issues are more related to human’s spatial cognition model.
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